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Abstract:
The multisensor precipitation estimates (MPE) data, available in hourly temporal and 4 km × 4 km spatial resolution, are produced by the National Weather Service and mosaicked as a national product known as Stage IV. The MPE products have a significant advantage over rain gauge measurements due to their ability to capture spatial variability of rainfall. However, the advantages are limited by complications related to the indirect nature of remotely sensed precipitation estimates. Previous studies confirm that efforts are required to determine the accuracy of MPE and their associated uncertainties for future use in hydrological and climate studies. So far, various approaches and extensive research have been undertaken to develop an uncertainty model. In this paper, an ensemble generator is presented for MPE products that can be used to evaluate the uncertainty of rainfall estimates. Two different elliptical copula families, namely, Gaussian and t-copula are used for simulations. The results indicate that using t-copula may have significant advantages over the well-known Gaussian copula particularly with respect to extremes. Overall, the model in which t-copula was used for simulation successfully generated rainfall ensembles with similar characteristics to those of the ground reference measurements. Copyright © 2010 John Wiley & Sons, Ltd.
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INTRODUCTION

With accurate information about surface rainfall and its spatial and temporal distributions, hydrologists and meteorologists have the potential to improve hydrological predictions and global climate studies. Hydrological and climate studies have long been relied on rain gauge measurements. Their applicability and usefulness, however, is limited due to its lack of spatial coverage and inability to accurately represent spatial variability of rainfall. Recent technological advances in the field of remote sensing have led to an increase in available rainfall data on a regional and global scale. Particularly, National Weather Service (NWS) Next Generation Weather Radar (NEXRAD) and several National Oceanic and Atmospheric Administration (NOAA) and National Aeronautics and Space Administration (NASA) sponsored satellite missions provide the hydrological community with amplitude of new rainfall data. The NEXRAD system was installed almost two decades ago across the entire continental United States (Crum and Alberty (1993); Young et al. (2000)). Since then, the River Forecast Center (RFC) of the National Weather Service (NWS) continuously provides multisensor precipitation estimates (MPE), also known as Stage IV data, in hourly temporal and 4 km × 4 km spatial resolution. Although MPE data provide much higher spatial resolution than was previously available from rain gauge networks, they suffer from different types of error. So far, various procedures have been developed and implemented to improve the quality of MPE products (e.g. merging of radar estimates and gage measurements, mean-field and local bias adjustments). It is worth mentioning that the uncertainties associated with gauge data (e.g. undercatch in windy situations, communication errors) and radar rainfall estimates (e.g. beam overshooting and blockage, measurement biases, melting effects, see Austin (1987), Young and Brunsell (2008), Westcott (2009) and Habib et al. (2009b) for details) will affect the quality of MPE data. Furthermore, unreliable gauge measurements, if used for radar adjustment and bias removal, may result in additional error in MPE data. Therefore, it is essential to evaluate the accuracy and uncertainty of MPE estimates, particularly due to the significance of MPE to current and future research and application in hydrology and climate studies.

The importance of the effect of uncertainty in temporal and spatial variability of rainfall in hydrological predictions and global climate studies have been highlighted in a number of studies (Seliga et al. (1992); Obled et al. (1994); Faures et al. (1995); Goodrich et al. (1995); Shah et al. (1996); Bell and Moore (2000); Arnaud et al. (2002); Syed et al. (2003)). In an effort to simulate radar data, Pegram and Clothier (2001) introduced the String of Bead model assuming log-normal marginal distribution for radar rainfall at the pixel scale. Seed and
Srikanthan (2001) presented a space-time model for radar estimates using a multifractal (multiplicative cascade) approach where each level of the multiplicative cascade was linked in time with a different ARMA model. Using a reshuffling approach, Clark et al. (2004a) and Clark et al. (2004b) proposed a nonparametric rainfall simulation model that was able to capture spatial and temporal variabilities of rainfall by reshuffling the generated ensemble to match the characteristics of observed data. Germann et al. (2006) perturbed radar estimates with stochastically simulated radar error fields to obtain an ensemble of radar estimates assuming normal distribution for radar error. An operational approach based on empirical investigations of joint samples of radar and rain gauge data was proposed by Ciach et al. (2007) in which radar rainfall uncertainty consists of a systematic distortion function and a stochastic component that are estimated using a nonparametric scheme. AghaKouchak et al. (2010b) introduced a random error model whereby radar fields are perturbed using two error components: a proportion error field to account for errors that are proportional to the magnitude of rain rate and a purely random error field for the sum of errors from different sources. Villarini et al. (2009) presented a radar rainfall generator and a model to produce probability of occurrence of rainfall data conditioned on given radar rainfall estimates. In a recent work, AghaKouchak et al. (2010a) developed a model for simulation of remotely sensed rainfall estimates using v-transformed copulas. For a complete review on different rainfall simulation models, interested readers are referred to Mehrotra et al. (2006).

This study intends to develop an uncertainty model for MPE products using an ensemble of rainfall data which consists of a large number of stochastically generated rainfall realizations, each of which represents a rainfall event that can occur. It is worth pointing out that hydrological and meteorological phenomena are known to be multidimensional and thus require multivariate analysis as well as conditional probability distributions of variables (Genest and Favre (2007)). Classical families of multivariate distributions are commonly used for modelling joint probability distributions of several random variables. Classical multivariate distributions such as bivariate normal, log-normal and gamma are built with a number of model parameters that describe the behaviour of each random variable as well as the joint probability distribution. The main disadvantage of this approach is that modelling the dependence structure between variables is not independent of the choice of the marginal distributions (Dupuis (2007); Genest and Favre (2007)). The advent of copulas, however, allows hydrologists to avoid this restriction. The application of copulas in simulation of multivariate data, extreme value analysis and modelling dependence structure has become popular in hydrological analysis. In recent years, numerous copulas-based models have been introduced for different hydrological applications (Kelly and Krzysoztofowicz (1997); De Michele and Salvadori (2002); Favre et al. (2004); Búrdossy (2006); Renard and Lang (2007); Búrdossy and Li (2008); Schözel and Friederichs (2008); Serinaldi (2008a, b); Villarini et al. (2008); Zhang et al. (2008); AghaKouchak et al. (2010a)). In this paper, the well-known Gaussian copula and t-copula are used for simulation of rainfall error fields. The simulated fields are then imposed on MPE data to obtain an ensemble of precipitation estimates that can be used for uncertainty assessment. For example, the generated ensemble can then be used as input to hydrological models as possible rainfall events for different climate scenarios. Subsequent runs of a model using generated rainfall realizations would then allow an assessment of the model predictions uncertainty due to the input precipitation.

The paper is organized into seven sections. After the Introduction section, the study area and data resources are briefly introduced in Section Study Area and Data Resources. In the Section Copulas, the copula families used in this study are discussed. The Section Methodology is devoted to model description and simulation procedure. The details of the parameter estimation are explained in the Section Parameter Estimation. In Section Rainfall Simulation, the models are implemented for rainfall simulation and their performance are evaluated. The Section Summary and Conclusions summarizes the results and conclusions.

STUDY AREA AND DATA RESOURCES

The Little Washita research watershed located in Oklahoma was selected for this study. The area of the watershed is approximately 611 km² with the mean annual temperature of 16 ⁰C and the average annual rainfall of approximately 760 mm (Elliott et al., (1993)). Stage IV rainfall estimates, provided by National Center for Atmospheric Research Earth Observing Laboratory (NCAR/EOL), are used in this study. Rainfall estimates are available with a spatial resolution of 4 km × 4 km and a temporal resolution of 1 h. The closest NEXRAD radar station is the Oklahoma City station located approximately 70 km from the centre of the watershed.

The Micronet network, operated by Agricultural Research Service (ARS), which includes 42 rain gauge...
stations, is located within and around the Little Washita watershed. The rain gauge stations are distributed almost uniformly across the watershed. The Micronet rain gauge data and MPE products can be considered independent because the gauges are not used for adjusting the MPE data. Figure 1 shows the watershed and the location of rain gauge stations and radar pixels. The Micronet network is equipped with tipping-bucket gauges that record rainfall data with a temporal resolution of 5 min and accuracy of 0-254 mm (Young et al. (2000)). The 5-min rain gauge accumulations are aggregated to hourly data to synchronize the rain gauge measurements with MPE data. The ground reference rainfall measurements are then used to obtain estimates of MPE error across the study area. Note that error is estimated after removing the overall bias of MPE data with respect to rain gauge measurements as described in Ciach et al. (2007). The presented models in this study are used for simulation of three rainfall events occurring in August 2003, September 2005 and September 2006. Table I displays summary statistics of the events including mean, standard deviation, 10 and 90% quantiles of the lumped rainfall accumulation for each storm.

### COPULAS

Copulas are joint cumulative distribution functions that describe dependencies among variables independent of their marginals (Joe (1997) and Nelsen (2006)):

$$C^n(u_1, \ldots, u_n) = \Pr(U_1 \leq u_1, \ldots, U_n \leq u_n)$$

where $C^n$ is an $n$-dimensional joint cumulative distribution function of a multivariate random vector $U(U_1, \ldots, U_n)$ whose marginals are $u[0,1]$. Note that throughout this paper, a common statistical convention is used in which uppercase characters denote random variables and lowercase characters are their specified variables. Sklar (1959) showed that each continuous multivariate distribution $F$ can be represented with a unique copula $C$:

$$F(x_1, \ldots, x_n) = C^n[F_1(x_1), \ldots, F_n(x_n)]$$

The copula $C^n$ is unique only if $F_1, \ldots, F_n$ are all continuous. Otherwise, the copula $C^n$ is uniquely determined on $\text{Ran}F_1, \ldots, \text{Ran}F_n$, where $\text{Ran}$ denotes range (Sklar (1996); Embrechts et al. (2001)). For proof and derivations, interested readers are referred to Sklar (1996). The Sklar theorem indicates that for multivariate distributions, the multivariate dependence structure and the univariate marginal distributions can be separated, and hence the dependence structure can be represented by a copula independent of the marginals. Having described the dependencies using a copula, a transformation function can be applied to each variable to transform the marginal distribution into the desired marginals (Nelsen (2006)):

$$C^n(u_1, \ldots, u_n) = F[F_1^{-1}(u_1), \ldots, F_n^{-1}(u_n)]$$

where $F$ is the multivariate cumulative distribution function (CDF) with marginals $F_1, \ldots, F_n$ belonging to different distribution families. In other words, using the Sklar theorem, one can simulate random variables with the same probability distribution as that of the input data while preserving the dependence structure of the variables.

It is important to remark that copulas are invariant to monotonic transformations of the variables. This is a great advantage in simulation as the variables may belong to different probability distributions. There are many families of copulas developed for different practical contexts. Each family of copulas has a number of parameters to describe the dependencies. The main difference associated with different copulas is in the detail of the dependence they represent. For instance, various copula families may differ in the part of their distributions (upper tail/lower tail) where the association is strongest/weakest. Tail dependence describes the significance of the dependence in lower left quantile or upper right quantile of a multivariate distribution function. The upper tail expresses the probability occurrence of positive large values (outliers) at multiple locations jointly. It is worth pointing out that the tail behaviour depends solely on the type of copula and not on the choice of marginal distribution. Thus, in copula-based simulation, the type of copula strongly affects the tail dependence of simulated realizations. In this work, two elliptical copulas, namely, normal copula and t-copula with two different tail behaviours are used for simulations. In the following, only the copula families used in this work are discussed. For additional information regarding different copula families, readers are referred to Joe (1997) and Nelsen (2006).

### Gaussian copula

The Gaussian copula, derived from the multivariate normal distribution, is perhaps the most commonly used copula family mainly due to its simplicity. The

Table I. Summary statistics of rainfall accumulations for each storm

<table>
<thead>
<tr>
<th>Event ID</th>
<th>Date, time</th>
<th>Duration (h)</th>
<th>Mean (mm)</th>
<th>Standard deviation</th>
<th>Q10 (mm)</th>
<th>Q90 (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Event 1</td>
<td>30/8/03, 07:00</td>
<td>12</td>
<td>4.3</td>
<td>5.5</td>
<td>0.8</td>
<td>8.8</td>
</tr>
<tr>
<td>Event 2</td>
<td>15/9/05, 06:00</td>
<td>14</td>
<td>3.8</td>
<td>4.3</td>
<td>1.0</td>
<td>10.7</td>
</tr>
<tr>
<td>Event 3</td>
<td>17/9/06, 15:00</td>
<td>10</td>
<td>10.1</td>
<td>15.5</td>
<td>1.0</td>
<td>22.7</td>
</tr>
</tbody>
</table>
$n$-dimensional multivariate Gaussian copula with correlation matrix $\rho_{n \times n}$ can be expressed as (Nelsen (2006)):

$$C_\rho(u_1, \ldots, u_n) = F_{\rho}^{-1}(u_1, \ldots, F_{\rho}^{-1}(u_n))$$  \hspace{1cm} (4)

where $F^n = \text{multivariate Gaussian CDF}$ whose density function is:

$$c(u_1, \ldots, u_n) = \frac{1}{\sqrt{|\det \rho|}} \exp \left[-\frac{1}{2} y(u)'(\rho^{-1} - I)y(u)\right]$$  \hspace{1cm} (5)

where $y(u_i) = F^{-1}(u_i)$.

$t$-Copula

The t-copula, also known as Student copula, is an elliptical copula based on Student distribution that can be represented as:

$$C_{\nu, \rho}(u_1, \ldots, u_n) = t_{\nu, \rho}^{-1}(F^{-1}(u_1), \ldots, F_{\nu}^{-1}(u_n))$$  \hspace{1cm} (6)

where $t^n = \text{multivariate Student CDF}$; $\rho = \text{shape matrix}$; $\nu = \text{degrees of freedom}$

and

$$t_{\nu, \rho}(x) = \frac{1}{\sqrt{|\det \rho|}} \frac{\Gamma((\nu + n)/2)}{\Gamma(\nu/2)(\pi)^{n/2}}$$

$$\times \int_{-\infty}^{x_1} \cdots \int_{-\infty}^{x_n} \frac{1 + [y'(\rho^{-1}y)/\nu]}{[1 + [y'(\rho^{-1}y)/\nu]]^{(\nu+n)/2}} \, dx$$  \hspace{1cm} (7)

For $\nu > 2$, the shape matrix in Equation 6 is proportional to the correlation matrix (Malevergne and Sornette (2003)). The density function of the t-copula can be derived as (Malevergne and Sornette (2003)):

$$c(u_1, \ldots, u_n) = \frac{1}{\sqrt{|\det \rho|}} \frac{\Gamma((\nu + n)/2)[\Gamma(\nu/2)]^{n-1}}{[\Gamma((\nu + 1)/2)]^n}$$

$$\times \prod_{j=1}^{n} \frac{[1 + [(y_j'/\nu)/(\nu+1)/\nu]]^{(\nu+1)/2}}{[1 + [(y_j'/\nu)]^{(\nu+n)/2}}}$$  \hspace{1cm} (8)

where $y_k = t_{\nu}^{-1}(u_k)$; $t_{\nu} = \text{univariate Student distribution with } \nu \text{ degrees of freedom}$.

Figure 2 shows the bivariate copula density functions of the Gaussian copula and t-copula for different parameters. As shown, the density function is wider for lower correlations (compare Figure 2a and 2b). Additionally, note the difference between the density functions for different values of degrees of freedom (Figure 2c and 2d). Both Gaussian and t-copulas are elliptical; however, they represent different tail dependence. For a multivariate distribution with $n$ random variables $X(X_1, \ldots, X_n)$, the upper tail ($\lambda_{\text{up}}$) is described as (Melchiori (2003)):

$$\lambda_{\text{up}} = \lim_{u \rightarrow 1} \Pr[X_1 \geq F_{X_1}^{-1}(u) | X_2 \geq F_{X_2}^{-1}(u) \ldots X_n \geq F_{X_n}^{-1}(u)]$$  \hspace{1cm} (9)

where $F_1^{-1}, \ldots, F_n^{-1}$ are the inverse cumulative distributions of the random variables $X_1, \ldots, X_n$ and $u[0,1]$. In other words, Equation 9 indicates the probability occurrence of outliers in $X_1$, conditioned on presence of outliers in $X_2, \ldots, X_n$. The conditional probability given in Equation 9 can be expressed as:

$$\Pr[X_1 \geq F_{X_1}^{-1}(u) | X_2 \geq F_{X_2}^{-1}(u) \ldots X_n \geq F_{X_n}^{-1}(u)]$$
The joint distribution is said to be asymptotically dependent if $0 < \lambda_{up} \leq 1$ and asymptotically independent if $\lambda_{up} = 0$. The multivariate Gaussian copula shows asymptotic independence ($\lambda_{up} = 0$) regardless of the correlation between variables. That is, the extreme values in different variables occur independently even if there is a high correlation between variables. It is pointed out that for independent random variables, one could expect $\lambda_{up} = 0$; however, the converse does not hold (Malevergne and Sornette (2003)). That is, $\lambda_{up} = 0$ not indicate that the variables are necessarily independent. While the Gaussian copula does not have upper or lower tail dependence, the t-copula shows a positive tail dependence, which indicates that when using the t-copula for simulation, one can expect larger extreme values to be generated simultaneously. The asymptotic dependent behaviour of t-copula is expected even when the variables are negatively correlated (Embrechts et al. (2001)). As $v$ increases, the tail dependence becomes weaker and the probability occurrence of joint extremes reduces. Figure 3(a) illustrates the tail behaviour of the bivariate t-copula with $v = 1$ to 10. The figure shows occurrences of $x > 0.8$ (percentage) in both random vectors of the bivariate t-copula. It is noted that an increase in $v$ (degrees of freedom) results in less occurrences of extremes (values above a certain threshold). Figure 3(b), however, demonstrates the tail behaviour of Gaussian copula. For a constant threshold of 0.8, occurrence of extremes in Gaussian copulas is significantly less than t-copula. For additional information on elliptical copulas, the reader is referred to Fang et al. (2002) and Genest et al. (2007)).

**METHODOLOGY**

In the copula-based approach implemented here, multiple error fields ($\varepsilon$) are simulated using the Gaussian copula and t-copula and imposed on MPE fields ($R_i$). Equation 14 describes the general formulation of the model:

$$R_s = R_i + R_i \times \varepsilon$$

where $R_s = \text{simulated rainfall fields}; \ \varepsilon = \text{uncertainty component}$. Previous studies indicate that radar rainfall error is proportional to the magnitude of rain rate (Ciach et al. (2007); Habib et al. (2008, 2009b); Villarini et al. (2008, 2009b)).
The importance of error simulation conditioned on the magnitude of rain rate has been addressed in numerous studies (e.g. Habib et al. (2008), AghaKouchak et al. (2010b) and references therein). For example, while large rain rates are subject to large or small random error, small rainfall estimates are not subject to very large random error. This characteristics of rainfall error is included in the second term of Equation 14, where rainfall uncertainty is multiplied by the magnitude of rainfall rate \((R \times \varepsilon)\). Using this formulation, the simulated error fields \((R \times \varepsilon)\) will be proportional to the magnitude of rain rate. Application of a multiplicative error component for uncertainty of rating curves has been tested and verified in previous studies (e.g. Seber and Wild (1998) and Petersen-Ø verleir (2004)). For example, Petersen-Ø verleir (2004) shows that a multiplicative error term can be used to describe the uncertainty of measured rating curves. This approach is adopted here to avoid unrealistically large simulated errors for insignificant rain rates.

Previous research on properties of rainfall error shows that the spatial correlation of error is not negligible (Jordan et al. (2003); Ciach et al. (2007); Habib et al. (2008); Villarini et al. (2009)). Therefore, the error term \((\varepsilon)\) in Equation 14 is assumed to be spatially correlated and copulas are used to describe the dependence structure. In a recent work, Habib et al. (2008) reported that the temporal autocorrelations of the rainfall error were rather low at the first time lag and close to zero for larger time lags. In this model, the temporal autocorrelation of rainfall error is not explicitly included in the presented models. However, AghaKouchak et al. (2010b) showed that when rainfall images are perturbed with error fields, the underlying temporal autocorrelation of rainfall data will be carried forward to the simulated fields.

Notice that the copula parameters are to be estimated based on the observations. In order to obtain estimates of the rainfall error across the study area, reference surface rainfall data are obtained from high-resolution rain gauge measurements over the study areas. Having estimated the parameters (see the next section), multiple univariate random fields are simulated using the selected copula \(C^n\) as described in Salvadori et al. (2007). The marginals of the observed error is then applied to the univariate random fields using the Sklar theorem [Equation (2)]. In this work, the empirical cumulative distribution function (CDF) of the observed error is numerically approximated using a stairs function and applied on the simulated uniform fields. It is worth remembering that copulas are invariant to monotonic transformations, and hence the simulated error fields will have the same spatial dependence structure after the transformation. For the details of multivariate simulation using copulas, interested readers are referred to Salvadori et al. (2007).

### PARAMETER ESTIMATION

In order to simulate a random field using copulas, the copula parameters are to be estimated first. In this study, for each event, the parameters are estimated based on seasonal observations (e.g. summer 2003) in which the event occurs. The reason for this is explained further below. The first model introduced here is based on the multivariate Gaussian copula which is identified through a correlation matrix \(\rho_{n \times n}\), where \(n\) is the dimension of the copula. It is worth remembering that the correlation matrix \(\rho_{n \times n}\) is an \(n \times n\) symmetrical matrix that can be expressed as a parameter dependent on different distance vectors of \(d\): \(\rho_{ij} = \xi(x_i - x_j)\) where the function \(\xi(d)\) denotes a positive-definite correlation function such as a correlation function corresponding to the spherical variogram (Bárdossy and Li (2008)). This method is used to estimate the correlation matrix \((\rho_{n \times n})\) of the multivariate Gaussian copula. Assuming a spherical function for \(\xi(d)\), the parameters of the function are estimated as described in Bárdossy and Li (2008). The function is then used to obtain the correlation matrix of the multivariate Gaussian copula. Table 2 gives the parameters of the spherical function used in this study. The parameters \(s_1, s_2, r_1\) and \(r_2\) represent the sills and ranges of a function consisting of two spherical components. The parameter \(s_0\) denotes the sill of a nugget effect in the aforementioned function.

The parameters of the t-copula are the correlation matrix (similar to above) and degrees of freedom \(\nu\) [Equation (6)]. For the t-copula, the degrees of freedom is estimated using the inference function for marginals (IFM) method (Joe (1997); McLeish and Small (1988)) which is a special case of the generalized method of moments (GMM) with an identity weight matrix (Davidson and MacKinnon (1993)). The IFM methods can be used for estimation of univariate as well as dependence parameters from separate univariate and multivariate likelihood functions (Purwono (2005)). In this approach, the model parameters are estimated via a nonlinear system of equations, each of which being a partial derivative (score function) of a log-likelihood function from some marginal distribution of the multivariate model (Joe and Xu (1996)). Joe (1997) argues that the IFM method is highly efficient and reliable for parameter estimation and that this approach is computationally less extensive than using optimization techniques for parameter estimation. However, some statistical tests are required to make sure that the estimated parameters are reliable and that the available data is sufficient for parameter estimation. For this reason, the parameters are estimated based on four different types of data:

- **Case 1**: for each rainfall event separately.

<table>
<thead>
<tr>
<th>Event ID</th>
<th>(s_0)</th>
<th>(s_1)</th>
<th>(s_2)</th>
<th>(r_1) (m)</th>
<th>(r_2) (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Event 1</td>
<td>0.04</td>
<td>0.11</td>
<td>0.31</td>
<td>3100</td>
<td>14500</td>
</tr>
<tr>
<td>Event 2</td>
<td>0.06</td>
<td>0.13</td>
<td>0.39</td>
<td>4000</td>
<td>13000</td>
</tr>
<tr>
<td>Event 3</td>
<td>0.01</td>
<td>0.19</td>
<td>0.41</td>
<td>4300</td>
<td>14500</td>
</tr>
</tbody>
</table>
Case 2: seasonal data that each rainfall event occurred in (e.g. for Event 1 the entire summer 2003).

Case 3: random subsets of the available data for each rainfall event (subsets are obtained from Case 1).

Case 4: random subsets of the seasonal data for each event (subsets are obtained from Case 2).

Ideally, one may opt to estimate the parameters based on the available data for each rainfall event of interest separately. However, the data may not be sufficient for parameter estimation. Therefore, parameter estimation based on seasonal data is adopted to investigate this issue. In this approach, instead of using the data of one event, the entire season in which the event occurs will be used for parameter estimation. For example, in Event 1, which occurs in summer 2003, the entire summer (June, July and August) data is used for parameter estimation.

The mean and confidence interval of 100 randomly selected subsets of the data in Cases 1 and 2 are also calculated and compared with the results obtained from Cases 1 and 2. Figure 4 plots the estimated degrees of freedom for each rainfall event using event-based (Case 1), and seasonal data (Case 2). Additionally, the graph shows the mean and confidence interval (±3 times the standard error) of the estimated degrees of freedom for each rainfall event using random subsets of the data (Cases 3 and 4). The solid black lines represent the confidence intervals of the estimated parameters based on the random subsets of the seasonal data (Case 4), whereas the grey lines show the confidence intervals of the estimated parameters based on random subsets of the available data for each event (Case 3). Here, the standard error is used to provide an indication of amount of uncertainty. It is noted, however, that the estimation of the confidence intervals using the standard error is only acceptable when the sample size is large or at least moderately large (Bernardo and Smith (2000)).

As seen in Figure 4, the estimated degrees of freedom (ν) based on the seasonal data (Case 2) fall within the confidence intervals of the estimated ν from the corresponding random subsets (Case 4). However, in rainfall Events 1 and 3, the event-based estimates (Case 1) did not fall within the range of the estimated ν from the random subsets. This may be due to the fact that the available data in each event were not sufficient to estimate the parameters reliably (Bouye et al. (2000); Purwono (2005)). Therefore, in this work, the model parameters are estimated based on the seasonal data (Case 2 in Figure 4).

RAINFALL SIMULATION

For each rainfall event, multiple error fields are simulated using the Gaussian copula and t-copula based on the empirical CDF of observed error values. Figure 5(a) presents an MPE field occurred during Event 1, and Figure 5(b) shows the corresponding rain gauge measurements. Figure 5(c) and 5(d) displays two realizations of simulated rainfall fields using Gaussian copula and t-copula, respectively. Similar figures are presented for Events 2 and 3 (Figure 5(e)–5(l)). A visual comparison confirms that both models reproduce the rain gauge measurements (Figure 5(b), 5(f) and 5(j)) at their locations (Figure 5(c), 5(d), 5(g), 5(h), 5(k) and 5(l)). Note that in the first event (August 2003), 42 rain gauges were available whereas during the second (September 2005) and third events (September 2006), 22 gauges and 20 gauges, respectively, were in operation and available for analysis.

As mentioned previously, in this study an ensemble approach is used to describe the uncertainty associated with rainfall estimates. A statistical ensemble of a random process (here, rainfall error) is an idealization that consists of a large number of random realizations, each of which represents a possible true observation. For the rainfall events used in this study, rainfall ensembles are obtained by imposing 500 copula-based simulated error fields over MPE fields. Figure 6(a)–6(c) plots MPE data and simulated rainfall ensembles (500 realizations) using the Gaussian copula over one MPE pixel (the square-marked pixel shown in Figure 1). The solid black line represents MPE data and the grey lines (appear as shading) are simulated rainfall realizations over the length of the storm. Figure 6(d)–6(f) presents rainfall ensembles over the same pixel (the square-marked pixel shown in Figure 1) using t-copula. In both cases, the CDF of observed error is applied to the simulated fields using the Sklar Theorem [Equation (3)]. That is, the CDFs of the simulated error fields are expected to be similar to those of the observed regardless of the type of copula family.
In order to validate the presented models, multiple rainfall realizations were simulated with different numbers of gauges to investigate if the estimated uncertainty encompasses rain gauge measurements when less numbers of gauges were available. For the first event, Figure 7(a)–7(c) plots rainfall ensembles obtained using Gaussian copula over the x-marked pixel which contained one of the removed rain gauges. Figure 7(d)–7(f) presents simulated rainfall realizations obtained using t-copula over the same pixel. In Figure 7(a) and 7(d), all available gauges were included, whereas in Figure 7(b) and 7(e), 20 gauges (50% of the available
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Figure 7. Simulated rainfall ensembles (shaded areas) over the x-marked pixel using Gaussian copula [(a, 41 gauges), (b, 20 gauges; marked with triangle and diamond in Figure 1) and (c, five gauges; marked with diamond in Figure 1)] and t-copulas [(d, 41 gauges), (e, 20 gauges) and (f, five gauges)]

Table III. The number of time steps, \( n_{\text{out}} \) (%), that the estimated uncertainty did not enclose the rain gauge measurements

<table>
<thead>
<tr>
<th>Event ID</th>
<th>All gauges</th>
<th>50% gauges</th>
<th>12% gauges</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Gaussian</td>
<td>t-copula</td>
<td>Gaussian</td>
</tr>
<tr>
<td>Event 1</td>
<td>0.0</td>
<td>0.0</td>
<td>2.1</td>
</tr>
<tr>
<td>Event 2</td>
<td>0.0</td>
<td>0.0</td>
<td>1.3</td>
</tr>
<tr>
<td>Event 3</td>
<td>0.0</td>
<td>0.0</td>
<td>1.4</td>
</tr>
</tbody>
</table>

Figure 8(a)–8(c) presents the Spearman correlation matrices of rainfall estimates for ten MPE pixels, whereas Figure 8(d)–8(f) and 8(h)–8(i) shows the correlation matrices of rainfall estimates for ten MPE pixels.
matrices of one set of simulated rainfall fields using Gaussian copula and t-copula, respectively (after imposing generated rainfall error on rainfall estimates). As shown in the provided examples, the overall spatial dependence structure is reasonably preserved. In order to analyse the correlation matrices of the simulated and observed MPE fields and to quantify the error, the mean absolute error (MAE) of the correlation matrices of the simulated MPE estimates is calculated with respect to the observed MPE data. The MAE, which is a quantity often used to measure how close simulations are to the observations, is defined as (Cox and Hinkley (1974); Bernardo and Smith (2000)):

$$\text{MAE} = \frac{1}{n} \sum_{i=1}^{n} |S_i - O_i|$$  \hspace{1cm} (16)

where $S_i =$ simulated values; $O_i =$ observed values; $n =$ number of pairs (simulation, observation).

Table IV lists the MAE values for the correlation matrices of the simulated rainfall fields with respect to the correlation matrix of the observed MPE data. In this table, the MAE is also provided for the cases where the number of gauges is reduced (50% and 12%). As one may intuitively expect, the table shows that the MAE increases as the number of rain gauges decreases. Furthermore, the table indicates that even with few rain gauges, the MAE values are rather low for both Gaussian and t-copula models, meaning the presented models can be applied even with a few rain gauges available.

The model performance is also investigated with respect to the extremes. To investigate this issue, the 90th percentile of the rainfall estimates is assumed as the extreme value thresholds. Then, the number of occurrences of rainfall values above the thresholds in the simulated rainfall fields are compared with those of the initial rainfall estimates. Figure 9(a)–9(c) presents the total number of occurrences above the 90th percentile of MPE data (solid black lines), mean number of occurrences above the same threshold in 500 realizations simulated using the Gaussian copula (dashed lines) and the number of occurrences above the 90th percentile of rainfall estimates in each simulated realization. In the figures, the x-axis shows the number of simulated realizations (here 500) and the y-axis represents the number of occurrences.
Figure 9. Total number of occurrences above the 90th percentile of MPE data (solid black lines), mean number of occurrences above the same threshold in 500 realizations (dashed lines) and the number of occurrences above the 90th percentile of MPE data in each simulated realization above the threshold (90th percentile) of the observations. Figure 9(d)–9(f) provides similar results for the case of t-copula simulations. One can observe that the Gaussian simulated fields slightly underestimate the number of extreme occurrences. Overall, the figures show that, in terms of the number of extreme occurrences, the t-copula is preferred. Table V summarizes the error (%) in the number of extreme occurrences in the simulated fields with respect to the observed rainfall data. It is remarked the asymptotic independence characteristics of the Gaussian copula results in less occurrence of extremes than the t-copula. As discussed earlier, the t-copula shows a positive tail dependence that indicates more extreme values are expected to be generated simultaneously using the t-copula than by the Gaussian copula (Embrechts et al. (2001)). This implies that for modelling extremes, Gaussian copula may not be an appropriate choice of copula family.

### SUMMARY AND CONCLUSIONS

Multisensor precipitation estimates, unlike traditional gauge measurements, capture the details of spatial variability of rainfall. However, they are subject to various errors from different sources that may affect hydrological and meteorological applications. In this study, two models were presented for simulation of rainfall error estimates using the well-known Gaussian copula and t-copula. The rainfall uncertainty is assumed to be an additive term, as shown in Equation 14. A multiplicative error component was used to account for the proportionality of rainfall error \((R_i \times \varepsilon)\) to rainfall rates reported in various studies (Ciach et al. (2007); Habib et al. (2008)).

Multiple realizations of rainfall error are simulated based on observed error values, and proportional to the magnitude of rain rates for the corresponding pixel in rainfall estimates (MPE image). This approach guarantees that simulated rainfall error fields match observed error data conditioned on rainfall rates. That is, one can avoid unrealistically large errors while the magnitude of rain rate is not significant. To demonstrate the model performance, Stage IV radar rainfall data were used as the input to the models to generate ensembles of rainfall realizations.

The copula parameters were estimated based on the available observations. In order to test how well the copula-based models fit the observations, cross-validation was used considering the MAE as the estimator. Cross-validation is a well-known approach that can be used to evaluate fitted models to observations and also to compare performances of different predictive modelling procedures (Efron and Tibshirani (1990); Picard and Cook (1997)). Table VI lists the results of the repeated random sub-sampling cross-validation (Picard and Cook (1997)) for the fitted Gaussian copula and t-copula to the observations. It is noted that for the case where only five rain gauges were included in simulations, a...
different cross-validation technique, leave-one-out cross-validation (LOOCV) was used due to the limited observations (see columns 6 and 7 in Table VI). In this approach, a single observation from the original sample is used for validation, and the remaining observations as the training data. This is repeated for the number of observations such that each observation is used once as the validation data. One can see that the t-copula model fits better to the observations. Furthermore, the table indicates that with less number of gauges available, the mean absolute error does not change dramatically.

In the presented models, instead of fitting a standard distribution function to the data, the empirical CDF of observed error is applied to the uniformly simulated error values so that simulated error values will have the same CDF as that of observed. This significant improvement helps avoiding the problem of overshooting (simulating unrealistically large values) which typically happens when a standard distribution function is fitted and used for simulations.

In terms of preserving spatial dependencies, both Gaussian and t-copula models were quite similar. However, for simulation of extremes (rainfall error above/below a certain threshold), using t-copula seemed to have significant advantages over Gaussian copula. The results showed that for a constant threshold, occurrence of extremes in Gaussian copula is less than the t-copula. This implies that for modelling extreme values, the t-copula is more appropriate, as the Gaussian copula may understate occurrence of extremes. However, one should be aware that the choice of copula family may be problem dependent and cannot be simply generalized with a few case studies.

This study intended to contribute to ongoing research regarding the uncertainty of MPE through ensemble simulation. Rainfall ensembles can be used for various analyses. For example, by subsequent runs of a hydrological model using an ensemble of rainfall realizations, one can investigate propagation of error in hydrological processes as well as the uncertainty of a given model due to errors in precipitation input. We need to emphasize that the presented model is meant to describe random error (stochastic sources of uncertainty) associated with initial MPE estimates and does not address systematic (bias) issues involved in quantification of rainfall uncertainty. For example, the data may be subject to physical biases and may require further consideration to remove/correct physical biases. Another hypothesis of the model is that error observations are representative for quantification of rainfall uncertainty and its statistical properties. It is worth reminding that the model is based on fitting a copula function to the observations and applying the empirical CDF of observations to the simulated fields. In ideal situations, more than one gauge per a single MPE pixel should be used to provide reliable estimates of the error. However, given the current gauge density, no more than one gauge is available. This limitation may alleviate the point-area effects by the hourly aggregation. We recognize and acknowledge that such effects may be significant especially during high-variability events (Habib et al. (2009b)). Additionally, one can argue that insufficient observations and sampling error, among others, may affect the quality of simulated ensembles. Quantifying/testing the effects of insufficient/erroneous observations requires extensive empirical analysis based on large data samples that are not typically available. An interesting issue for future research, that can potentially improve the presented models, is to investigate the dependence of rainfall uncertainty on rainfall regime (e.g. convective, stratiform) and different geographic regions. Unfortunately, at this point in time, long-term rainfall error observations for different rainfall regimes and climate regions are not available. Finally, the presented models are to be investigated to verify their robustness and transferability over different scales. Current efforts are underway by the authors to verify the statistical robustness of the presented models and their applicability in near real-time hydrological and meteorological applications.
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